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Self-explanatory models
Feature-based self-explanatory methods explain their classification in terms of
human-understandable features. In medical applications, this semantic matching of
clinical knowledge adds significantly to the trustworthiness of the Al. However, the o o o o

cost of additional annotation of features remains a pressing issue.
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When training with hundreds of nodule samples and only 1% of their annotations,
cRedAnno significantly outperforms previous works in predicting nodule attributes,
meanwhile achieving competitive accuracy in predicting malignancy.

* Visualisation of the learned space further indicates that the correlation between
the clustering of malignancy and nodule attributes coincides with clinical
knowledge.

Previous methods cRedAnno &\

Stage 1: unsupervised feature extraction. The majority of parameters are trained
using self-supervised contrastive learning as an encoder to map the input images to
a latent space that complies with radiologists' reasoning for nodule malignancy.

Stage 2: supervised prediction. A small random portion of labelled samples is used
to train a simple predictor for each nodule attribute. Then the predicted human-
interpretable nodule attributes are used jointly with the extracted features to make the
final classification.


https://github.com/diku-dk/credanno
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